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1. Review ( VI with Implicit Distributions
)

 

ELBO : 

Gradient of ELBO : 

(1) model term : (with MC approximation)

(2) entropy term : 

but  is not available !

 

2. Semi-Implicit Distributions  
Goal : instead of "density ratio estimation"...

method 1) lower bound of ELBO (SIVI)
method 2) estimate gradients withs sampling (UIVI)

going to talk about  "SIVI"

 

Implicit vs Semi-Implicit  

Implicit
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Semi-Implicit

 is still implicit

ex) 

( output of NN with input  is used as "mean" & "variance")

 

 is implicit

1) easy to sample

2) but intractable

 

Assumptions on Conditional  

assumption 1) reparameterizable

assumption 2) tractable gradient ( =  

(  is intractable)

 

Gaussian  

meets those two assumptions!

assumption 1) reparameterizable

assumption 2) tractable gradient ( =  
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3. SIVI (Semi-Implicit Variational
Inference)

 

lower bound of ELBO  

 : SIVI bound

optimize ELBO (X)

optimize lower bound of ELBO (O)

( since, lower bound does not depend on  , which is intractable )

as , 

(  controls the tightness of the bound )

( computational complexity increases with  )

 

SIVI allows for semi-implicit constribution of prior in VAEs
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